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totypicality effects; the encoding of quantifiers
Abstract and logical operators, as an important aspect of

the knowledge associated to concepts; the encod-
In this paper, we propose an extension of the jng of syntagmatic information, e.g. collocations
WordNet conceptual model, with the final 5.4 selectional preferences or restrictions.
purpose of encoding the common sense lexical ., " qer to overcome such limitations, in the
knowledge associated to words used in every- last t i tensi f the WN
day life. The extended model has been defined ast twenty years, many extensions of the
starting from the short descriptions generated CONceptual model have been proposed by the
by naive speakers in relation to target concepts Ccreators of the original Princeton WordNet
(i.e. feature norms). Even if this proposal has (PWN) and by other scholars in projects such as
been developed primarily for therapeutic pur- EuroWordNet (EWN: Alonge et al, 1998), Mul-
poses, it can be seen as a generalization of the tiWordNet (MWN: Pianta et al, 2002), WordNet
original WordNet model that takes into ac- Domains (Bentivogli et al, 2004) and BalkaNet
count a much wider and systematic set of se- (Tyfis, 2004). However, none of such proposals
mantic relations. The extended model is also 55 tried to define, on the basis of psycholinguis-
an enhancement of the psycholinguistic voca- . o\idence, a close set of semantic relations tha
tion of the WordNet model. A featural repre-

are expected to be able to represent all (or most)

sentation of concepts is nowadays assumed by .
most models of the human semantic memory. of the meaning aspects conveyed by a concept.

For testing our proposal, we conducted a fea- N this paper we make such an attempt, starting

ture elicitation experiment and collected de- from the requirements of a very specific applica-
scriptions of 50 concepts from 60 participants. tion scenario, in which an electronic lexical data-
Problematic issues related to the encoding of base is used to support speech therapists in their
this information into WordNet are discussed  daily work with aphasic patients.
and preliminary results are presented.

2 Background and Motivation

1 Introduction o _ _
Anomia is a common symptom associated with

WordNet (WN: Fellbaum, 1998) is the largestaphasia. Most patients affected by an acquired
and most systematic lexical database in electrofinguistic disorder due to a brain damage expe-
ic format available nowadays. Nevertheless, it isience some difficulty in retrieving or producing
hard to maintain that such a successful and widevords. In this context, computers can be helpful
ly used resource contains a complete (or near-téd? many ways: from assisting the therapist in the
complete) representation of the information thatehabilitation, to helping the patients in his/her
is encoded in the mental lexicon of Englisheveryday life (Petheram, 2004). Given the great
speakers. The lack of completeness is not onlyariability of forms and severity in which anomia
referred to the coverage of lexical unites, or t@an manifest itself, a requirement that any assis-
the population of the already defined lexical andive tool has to meet is to be flexible enough to
semantic relations (see for instance the spardi# the needs of different classes of patients.
instantiation of the meronym relation), but also STaRS.sys (Semantic Task Rehabilitation
to structural aspects, such as: the number arfslipport system) is the outcome of a joint effort
type of the encoded relations; the encoding of theetween Fondazione Bruno Kessler and the CI-
strength (or any similar quantitative notion) ofMeC Center for Neuropsychological Rehabilita-
relations, in order to represent, for instance; prdion (CeRiN). The aim of this project is the crea-



tion of a tool for supporting the therapist in theer aided therapy tool designed for supporting
preparation of rehabilitative tasks for Italian-therapists in their daily work with patients. In
speaking patients affected by anomia. spite of the commonalities between the two
Typically, the information exploited in seman- projects, we observe that a generic evocation re-
tic rehabilitation tasks can be represented as colation seems not to meet all the requirements of
cept-description pairs likechair > has four speech therapists, which need instead a more
legs , <airplane > flies ' Notably, this is the fine-grained classification of semantic relations.
same kind of information that is collected byFor the STaRS.sys purposes, we need to encode
scholars who study the characteristics of concegtructured lexical information that is more simi-
tual knowledge by runnindeature generation lar to what can be obtained by exploiting a fea-
experiments, that is by asking speakers to ddure generation paradigm, than to what can be
scribe concepts (cfr. Murphy, 2002). We've ar-obtained through free associations.
gued elsewhere (Lebani and Pianta, 2010b) that Due to the great variability of impairment
the WordNet conceptual model fits well theshown by anomic patients and to the lack of re-
STaRS.sys requirements, so that we chose &®urces, the preparation of a therapeutic task for
build the STaRS.sys semantic knowledge startingnomia rehabilitation is a manual work on behalf
from the Italian MWN lexicon (iMWN). of the therapist. STaRS.sys is a system thought
We believe that only a lexicon organized orfor being helpful in this preparatory phase by
the basis of psycholinguistic evidence can bé&elping the therapist to (1) retrieve concepts, (2)
flexible enough to meet the STaRS.sys requirg€trieve information associated to concepts and
ments. As a matter of fact, many psycholinguis{3) compare concepts. In the knowledge base
tic assumptions lay at the basis of the WN modeinderlying this system, the following kinds of
(e.g. Miller, 1998), and its psychological validity information have to be available for every con-
has been tested explicitly or implicitly by severalcept: its position in a conceptual taxonomy; a set
scholars (e.g. Fellbaum, 1998b; Izquierdo et akf featural descriptions (FDs) classified accord-
2007; Barbu and Poesio, 2008). However, jusng to the types of knowledge conveyed; a value
few of the many WN extensions proposed in th@f prototypicality and of word frequency.
last two decades seem to be based on psycholin-As argued in Lebani and Pianta (2010b), the
guistic hypotheses and methodologies. WN conceptual model fits well our needs, be-
An outstanding exception to this trend is thecause of its cognitive plausibility, for its eade o
evocation relation by Boyd-Graber et al (2006)use and because it is based on a fully specified
who proposed the introduction of weighted,is-a hierarchy. Moreover, it is powerful enough,
oriented arcs between pairs of synsets,feogn ~ with some modifications, to represent the infor-
{car} to {road} , representing how much a mation contained in featural descriptions. FDs
concept evokes the other. The relation has bedike <cup> is used for drinking can be
populated by collecting judgments from speakergepresented in WN as a relation (ssyJsed foy
(Boyd-Graber et al, 2006; Nikolova et al, 2011). holding between the described (or “source”) syn-
There are many similarities between our workset{cup} and the most prominent synset of the
and that by Boyd-Graber and colleagues. In bottescription, i.e. the (“target”) synsetink}
proposals, WN is enriched with speaker generat- A similar assumption has been used by Barbu
ed semantic information, and the encoding of thiand Poesio (2008), who analyze the overlap be-
information requires an extension of the WNtween the semantic information encoded in PWN
model. Also, both proposals are exploited forand in the collections by McRae et al (2005) and
assistive purposes. The resource by Boyd-Grab&arrard et al (2001). In their analysis, the au-
and colleagues has been adopted as the semaitiors, who also considered information contained
knowledge base behind the tool VivVa (Nikolovain glosses, estimated that the overlap between
et al, 2009), a visual vocabulary designed foPWN and existing norms collections can vary
aiding anomic patients in their everyday life. In abetween 22 and 40% (depending on the collec-
similar way, STaRS.sys will be part of a computtion and on the method used to calculate the
overlap). The same analysis showed that the WN
coverage with regards to FDs is highly skewed
! Concepts and features are printecténrier new  font. (e.g. categorical information is highly present,
When reporting a concept-feature pair, the conisefpirther  \whereas functional information is missing).

enclosed by<angled brackets >. WordNet synsets are To overcome some of the limitations of the
enclosed by{curly brackets} . Feature types, relations

and concept categories are reporteitaiiics times roman current WN model, Lebani and Pianta (2010b)




proposed to add a set of 25 semantic relations nmed as possible. We coped with this issue by
a dedicated version of iIMWN called StarsMul-adopting a question answering paradigm for the
tiwordNet (sMWN), with the final objective of elicitation experiment, as described in Section 4.
finding a complete set of intuitive and cognitive- Another problematic issue in existing collec-
ly plausible relations representing lexical meantions concerns the normalization of raw descrip-
ing. This extension has been built by combiningions. Even if this practice is claimed to be as
experimental evidence from existing featuremuch conservative as possible, the ways in
norms with theoretical proposals developed irwhich it is usually carried out leads, from our
lexicography, linguistics and cognitive psychol-point of view, to a loss of knowledge. Further-
ogy (for details, see Lebani and Pianta, 2010a). more, our feeling is that too much is left to the
This paper presents the results of a pilot studinterpretation of the persons in charge of the
aiming at populating the extended set of WN renormalization. As an example, in the Kremer
lations by collecting FDs from subjects in a connorms, the description of the paigarage >
trolled setting, and encoding them into SMWN.can be used as a utility room is pa-
Section 3 will present available feature normgaphrased assed for storing _ However in
collections; Section 4 will illustrate the resuls  this way we miss the information thgarage
the collection experiment and Section 5 willang ytility room are similar concepts, en-

comment on the issues faced when actually magpded by the coordination relation in our relation
ping FDs into WN relations. scheme we will show in Section 5 how iIMWN

) . can be used to alleviate such problems.
3 Availablefeature norms collections P

Since the early times of the cognitive psycholog;fIr A new norms collection

enterprise, the feature norm paradigm has begfjven the limitation of existing norms collec-
widely employed in the investigation of the hu-tions, we decided to conduct an elicitation expe-
man’s conceptual representation and computgmment adopting the stimulus set by Kremer and
tion (cfr. Murphy, 2002). Despite this wide use,aronj (2011) and a comparable number of par-
to date there are few freely available C0”e(_3ti0”$icipants, with a slightly different methodology.
(Garrard et al, 2001; McRae et al, 2005; Vinsorrhjs allows for the comparison of our dataset

and Vigliocco, 2008; De Deyne et al, 2008jth the only freely available norms in Italian.
Kremer and Baroni, 2011). These resources are

strongly influenced by the goals and theoretica#.1 ~ Experimental Setup

framework of the connected studies, so that theﬁ?‘articipants 60 ltalian speakers participated in

differ substantially on the quantity and kind of 4 the experiment. Their age ranged from 19 to
described concepts, on the procedure adopted fgk years (mean: 28.9, s.d. 9.27). All subjects

collecting and processing features and on thgere recruited in the university environment.
classification adopted for classifying them. Materials: The stimulus set was composed by
In the canonical paradigm, speakers are simply, oncepts belonging to the following 10 cate-
asked to describe a concept. On the one side, th§jes: hird, body part building, clothing fruit,
approach has shown his utility _for mvestlga_Ltlngfumitura implement mammal vegetable and
which concepts and/or properties are easier Qapicle Kremer and Baroni (2011) selected these

recall. On the other §ide, however, .it produces @;me 50 concepts for the reasonable unambi-
very sparse population of the various compog 4 sness of their lexical realizations.

nents of lexical meaning. As an example, consid- prgcequre: The descriptions have been col-
er that 75.44% of the descriptions of the McRag,teq through an on-line experiment. 12 groups
dataset belongs to just 7 types out of 27. Manys g ta5ks were prepared, each task composed of
factors may contribute to this sparseness, among randomly ordered concepts, one for each cat-
which the organization of the human semantl(‘egory. In this way, every concept has been de-
memory |'tsel'f. It is al;o probable, however, thatscribed by 12 subjects, and no participants re-
part of this disproportion is due to the methodoleejyeq a ‘questionnaire that was previously as-
ogy exploited for eliciting and normalizing de- signed to another participant.

scriptions. Because of the sparseness of property o semantics of each relation has been pa-
types, it turned out that none of the available COIraphrased as a question of the forwhat are
lections can be efficiently exploited for our pur-¢,4 portions of a [concept]Afor the hasPortion
poses, as we need to collect FDs that are as V@qation). This allowed us to populate as much as



possible all feature types, and to reduce need féor the following five conceptsseagull , fin-
interpretation in the normalization process. ger , chair , corn andairplane

Every subject has been presented a concept _
per web page, followed by a set of relevant ques>1 ~ Theencoding procedure

tions. For each question, examples were availafhe manual encoding of the FDs content in
ble in the online documentation, accessible b¥mMwN is based on two main criteria. First, the
clicking on the question text. Subjects were ingnnotator should have minimum space for inter-
structed not to report any biographic or technicabreting the data. Second, the simplification of the
knowledge, and they were allowed to leave @nformative content of a description should be
field empty if they didn’t come up with any an- ysed only as a “last resort” strategy.
swer. Participants were trained on two example Normalization: In works belonging to the fea-
concepts dat , knife ) for which some sugges- ture generation paradigm, the collection of the
tions were supplied in different ways (pre-filled descriptions is always followed by a normaliza-
fields, auto-completion). tion step, in which semantically equivalent FDs
42 Results are merged. However, often a clear explanation
' of how equivalent descriptions are identified is
We collected 18,884 raw FDs, that is a mean ahissing. As an example, raw descriptions like
377.68 descriptions (s.d. 60.71) per concepk quadruped and has four legs can be
Every subject, on average, produced 314.73 (s.deen as exemplars of the same feature Keg.
115.6_8)'descriptions over 10 concepts and 31.44r |egs ) and merged (cfr. Vinson and Vig-
descriptions per concept (s.d. 13.71). liocco, 2008). It is questionable, however, that
In a pre-processing phase every FD has beqRese expressions convey the same information.
analyzed as an instance c_)f one the feature typ@Squadruped is “an animal that moves by using
proposed in Lebani and Pianta (2010b). In doingoyr |egs”, and reducing its definition to “having
so, we exploited the fact that all FDs have beefy legs” is reductive.
produced as an answer to a specific question that|n our approach equivalent descriptions are
was formulated on the basis of one these featutfined as descriptions sharing the same seman-
types. The appropriateness of the descriptiong: relation and the same source and target syn-

was manually checked by one of the authorssets. Accordingly, then, we consider the two FDs
This led to the deletion of 1,023 raw descriptiong,yheel > is a component of a car and

because they were conveying technical, autobiQs,heel > is an auto part equivalent be-
graphlcal_ or patently wrong information. Given .5 ,se they can be both mapped into a meronymic
the remaining descriptions, in 2,247 cases we ez o4 linking{wheel} and{car, auto}

categorized the FD, and associated it to a featureAmbiguity' In a number of céses the ED con-
type different from that implied by the subject., inaq an ambiguous word, so we need to choose
Summing up, a total of 3270 featu_res .(17'3% Ogn appropriate synset for We identified two

the total) underwent some change in this phase'variants of this situation

. (_Iomparlson .W't.h theKremgr norms: A pre- If the concurrent synsets are in a hyponym re-
liminary quantitative evaluation of our datasetlat

o ion, and the property is possessed by all the
shows that we have collected 18,884 descriptio o
) . T 'ﬁ/ onyms of the more general synset, this is se-
against 8,250 descriptions in Kremer datas pory g y

) , Clected. As an example, the target concept of the
Other meaningful comparisons concern the UMy _ooitello > & usato dal cuoco

ber of descriptions per subjects (314.73 vs _knife > is used by the cook/chef ) can
123.48), the number of descriptions per conce e represented in SMWN as the Italian equivalent

(377.68 vs. 170.4) and the average of feature peL either{cook} or {cheff , where the first is a

concept produced by every subject (3147 v, pernym of the second. In this situation, given

4.96). These data suggest that our strategy pati o T
- ! . that the property of “using a knife” is possessed
off, by providing a richer and more systematlcb al h ponp mé’ ofcook} 9 our choicepfalls on
set of feature descriptions for each concept. y ypony '
the more general synset.

5 Encoding descriptionsinto WN Instead, when the property cannot be predi-
cated of all the hyponyms of the more general

The second step of our pilot study consisted igynset, we opt for the more specific. Consider the

manually populating SMWN with theormalized pair <ciliegia > cresce in giardino

version of the 1,785 raw descriptions collecteq“<cherry > grows in gardens/grounds ”).



The target concept, in this case, can be encod:
with the Italian translations of botfarounds}
and {garden} . However, since cherry trees to
now usually grow in dparvis}  or in other hy-
ponyms of{grounds} according to sSMWN, we
encoded this feature as a relation holding be
tween{cherry}  and{garden}

In most cases the synsets corresponding to ti

{beak} {orange}

(n) isA
1nojo) sey

has_Component

ambiguous words are not one the hyponym of th seagull {Jorange beald
other. As an example, given the E&rn > can

be found in acellar , the target concepel- Figure 1: Representation of the FD
lar can be encoded as eitlpasement, cel- <seagull > has an orange beak

lar} or {root _cellar, cellar} . Given that

both synsets look plausible, we chose to doublgy I|nk|_ng the phras_et to the “modn‘ylng" synset
also with a semantic relation. This allows us to

the concept-description pair in the database. K K of . f the d bed
Loose Talk: Speakers are not dictionaries, so eep track o propert'les ot the described concept
at would be otherwise lost.

they may ignore some terms or they simply ma .
y y1g y Py The set of normalized features: The outcome

not recall them in a certain moment. As a conse- . . .
guence, some raw phrases express concepts thhghe encoding phase has been the Insertion into
could be expressed by an existing term, such convc\:/el\lptgf gzlacg:;ngﬂ'zz?/e?yesggfégas r(];?:rei\?e q
i db le wh k o ’ .
1S UISeC By peop's Who €00 - m’L74.6 descriptions (s.d. 33.44). The results af thi

descriptions like these can be interpreted in man coding C°”f'”.“ that the WN model is apt to
Qpresent the kind of commonsense knowledge

ways. They may even be re-phrased as featurCarrie d by featural descriptions.

of a different kind, such ass used for .. The simplest normalizing procedure has been,
coqlgmé; b Inh our approacr&, tlhe rephra;:ngl 'Sas a matter of fact, powerful enough for encoding
guided by the synsetshan gr?sses avallable e vast majority of the collected descriptions.

WN' In our caS(‘e, we choose the syn(?ebk} The semantics of 795 normalized FDs (91.3% of
given the glpssSQmeone who cooks fdod the total) could indeed be fully encoded as a se-
. Compostlonallty. One (.)f the most' complex antic relation between two simple synsets. In
ISSUES faced in the en_cod|_ng_ of FDS.'”FO SM.W 37 cases (15.7%) a synset for the focal concept
is given by complex linguistic descriptions like ¢ o description was missing. By exploiting

<seagull > has an orange beak . Complex \nyN 59 equivalent descriptions have been
target concepts such asmnge beak cannot be merged together into 29 relations.

represented as WN synsets, in that in this model ¢ encoding of 71 normalized features re-

synsets are bound to be lexical units. _ quired the creation of one or more phrasets, lead-
The solution has been to exploit the notion Ofng to the creation of 76 new phrasets.

phrasetintroduced in MWN for coping with "y the disambiguation of words we faced an

cross-language lexical gaps and with complex,erage ambiguity of 3.2 synsets per lemma (s.d.
ways to express a concept for which a synset & g7) “and 64 descriptions (7.3% of the sample)
ready exists (cfr. Bentivogli and Pianta, 2004). Inhaye heen encoded with more than one relation.

this way, a free combination of words likel- | 32 cases a part of the information expressed
tello da pane (the ltalian translation for py the FD, has been discarded. Only 5 raw de-
breadknife ) is encoded as a phrasetscriptions were discarded because an efficient
{GAP}{coltello  _da_pane} linked by the lexi- way to encode them was not found.

cal relationcomposed-oto the synsetgcol- o
tello}  (‘knife ') and {pane} (‘bread "), and 5.2 Modifying the WN model

by the semantic relatiohypernymto the synset Even if the bulk of the design of SMWN is the
{coltello} (‘knife ). WN model implemented in iIMWN, some minor
In Lebani and Pianta (2010b) we proposed tenodifications have been necessary to cope with
exploit the same structure for representing comsome recurrent problematic kinds of descriptions.
plex descriptions, with the important difference, Apart from the exploitation of the phraset
shown in figure 1, that we represent also the s&tructure, we usecklation featuresthat is fea-
mantic of the modifier (in our exampteange ), tures (labels) associated to relation instances, in



order to refine the semantics of a specific relamarking the range or set of different cardinalities

tion-concept pair, along the lines of the proposafin our example, Has cardinality:4,8).

advanced by Alonge et al (1998) in the context Certainty features. Another common prob-

of the EuroWordNet project. lem for the building of norms collections is the
Negation: In some norms collections, e.g. thetreatment of modifiers like “generally”, “most of

McRae database, negative statements are treatib@ times” and “sometimes”. Standard approach-

as a class on their own, so that FDs kkike > es to feature norms collection remove such ex-

doesn’t have an engine and <chicken >  pressions in the normalization phase. Also stan-

cannot fly are treated as conveying the samglard WN encoding of semantic relations ignores

type of information. However, for our purposes,any kind of qualification of the probability or

it is important to encode not only that a Concepstrength of semantic relations between concepts.

does not possess some property, but also theHowever we think that by ignoring this kind

property it does not possess. of information an important aspect of lexical
Our solution is the exploitation, in SMWN, of meaning gets lost. In the same vein, Boyd-

anegativeoperator analogue to that implementedsraber et al (2006) argue for the usefulness of
in the EWN database. In this way, a FD likeadding to the WN model a characterization of the

<chicken > cannot fly is encoded as a rela- strength of the relation holding between synsets.

tion of typeis Involved inbetween{chicken} We propose to add a relation feature, called

and{fly}  and the relation is marked with the Certainty, representing the intuition of the lan-
negationrelation feature. guage speaker about how strong is his/her expec-

In accordance with the rationale behind thdation that a certain relation holds between the
implementation of thenegation operator in instances of two concepts. We distinguish four
EWN, we noticed that the properties negated bigVels of expectation:
our speakers can be seen as blocking “expected” True by definitionthe speaker thinks that the

undesired implications. In our example, indeed,
the negated propertly is a distinctive property
possessed bwirds , the general category to
which the described concept belongs.
Cardinality: This issue affects virtually every .
work belonging to the feature generation para-

relation between two concept instances holds
because of how the concepts are conventional-
ly defined; no exceptions are admittedat >

is a feline

Certaint the speaker expects the relation to

hold unless an anomaly occurs, which needs a

digm. Many different solutions have been pro-
posed, but none of them is useful for our pur-
poses. As an example, in Vinson and Vigliocco
(2008), descriptions such hss 4 wheels  are
split into the two concep# andwheels . How-
ever, what is predicated in the pétus > has 4
wheels cannot be equivalent to what is encoded
by associating the conceptsandwheel to the . ,
conceptbus. McRae and colleagues, on the other Possible the' speaker expects the relat|<_)n to
side, treated these cases by splitting them in two oceur sometl_mes, bu_t not most of_the times.
features lfas wheels andhas four wheels ), This feature is assoaated.to FDs likevar-
thus introducing some redundancy in their data.  droPe > can be made of plastic

Our proposal is to encode cardinality bylt should be stressed that in the above definitions
means of ehas cardinalityrelation feature that we are interested in representing a subjective,
specifies the number, numbers or range of nunspeaker-oriented, notion of possibilpyyobabili-
bers of the elements of the set referred to in they instead of the corresponding formally oriented
description. Accordingly, pairs likebus>has  notions defined in modal logic (Hughes and
4 wheels have been encoded ahas Compo- Cresswell, 1996). Note also that when a FD does

nentrelation, marked with atas cardinality:4  not include any type of modifier, it is impossible
label, holding between the synsdtais} and to decide which of the four classes above it be-
{wheel} . When encoding FDs involving the /ongs to. Because of this, we represent the Cer-

same synsets with different cardinalities (e.gt@inty feature only when an explicit linguistic
<truck > has wheels , may have 4 wheels clue allows us to infer a value for it. In all othe

may have 6 wheels ), we clustered them by cases the value of the feature is undefined. We

causal explanation: <man- has arms
<socks > always come in a couple

Probable the speaker expects the relation to
hold most of the times; however if this does
not occur it is not perceived as an anomaly.
This feature is associated to pairs likear-
drobe > is typically made of wood



has_Component

{sword} = ----——-T————————- > {blade} {apple} - >  {red}

ponent: d1
has_Colour: c1

has_Com

{...{metallic hilt} {...{wooden hilt} {red} {yellow}
Figure 2: Representation of the FBsvord > has a metallic or wooden hilt (left)
and<apple > can be red and yellow (right).

reserve for the future the design of further expe- Moreover, there is a significant difference in
riments aiming at systematically collecting thethe distribution of descriptions in the different
value of the certainty feature for all relationses feature type classeg(= 75.42, df= 9, p< .001).
Nikolova et al (2011). While in our sample there are on average 30.1
Conjunction and disunction: the last set of description for the 29 represented feature types
relation features introduced in SMWN are an im{s.d. 22.24), in the re-tagged Kremer sample the
plementation of theconjunction/disjunctionla- 23 represented feature types received, on aver-
bels introduced in EWN for marking the relationage, 10.04 descriptions (s.d. 9.88).
holding between features of the same type that Our sample, finally, seems to suffer a little
have been predicated of a certain concept. less from the problem of disproportionate repre-
In SMWN, we set a default value for everysentation of certain types over others reported by
semantic relation. As an example, by default th&remer and Baroni (2011). In the sample from
has Componendescriptions stand in a conjunc-their dataset, indeed, the 6 most frequent rela-
tive relation, while thehas Colourones are dis- tions account for the 62.8% of the whole set of
junctive. As in EWN, moreover, special cases aréescriptions, while in our sample this measure
marked by adding labels to the semantic relareduces itself to the 45.1%.
tions. In this way, the two descriptiorsword >
can have a wooden hilt and<sword > can 6 Conclusonsand futurework
have a metallic hilt have been encoded in
sSMWN as shown in figure 2 (left), while figure 2

(right) shows how we encoded conjunctive FD hat can be exploited for therapeutic purposes.

in a disjunctive environment such aapple > gyen jf created with a specific applicative use in
can ”be" red and ye”‘:"", o "1 “th's_ f|gu're,” mind, we conceived this resource as to be able to
di"/"ci” stands for “disjunction”/*conjunction” renresent every kind of knowledge that can be
and the index points to the other feature(s) standwsociated with a concrete concept.

ing in a disjunctive/conjunctive relation. By modifying the WN model, we've been able
to represent a subset of the descriptions we col-
lected from 60 Italian speakers. Even if we con-
We can get some indications of the goodness @entrated only on a subset of our collection, we
our methodology also from a quick comparisorfee| safe to claim that we demonstrated that it is
with a parallel sample from the Kremer datasetyossible to represent in a WN-like resource all
For these concepts Kremer and colleagues cohe semantic information that can be collected
lected 832 raw descriptions. We annotated the't'hrough a description elicitation experiment.
dataset with our feature types, obtaining 231 dis- There are, still, many steps left to go. We are
tinct properties, that is, a mean of 46.2 propsrtiecyrrently mapping all the remaining features of
per concept (s.d. 7.95). A chi-square analysigyr collection and we are testing the reliability
failed to highlight a significant difference in the and the intuitiveness of our feature type classifi-
distribution of raw descriptions across conceptgation. Given that building a norms collection is
in the two samples (p .5). However, the differ- 3 time consuming task (McRae and colleagues
ence in the average number of features per COBegun working on their collection in the 90s), an
cept is significant (W 25, p<.01). issue that we will face in the immediate future is

In this paper we presented our reflections and
reliminary work for the creation of a WordNet

5.3 Comparison with the Kremer Sample



how to automatically mine and annotate theRubén Izquierdo, Armando Suarez and German Ri-

commonsense knowledge to encode into WN. gau. 2007. Exploring the automatic selection of ba-
Furthermore, being our resource based on a sic level conceptsProceedings of RANL 2007

multilingual version of WN, i.e. MWN, another 298-302.

issue we’re going to pursue is the evaluation oferhard Kremer and Marco Baroni. 2011. A set of

the portability of the information we elicited semantic norms for German and Itali@ehavior

from our participants to languages other than Research Methodd3 (1): 97-109.
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